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Abstract

In this paper, we focus on a fundamental biochemical problem of generating 3D
molecular conformers conditioned on molecular graphs in a multiscale manner.
Our approach consists of two hierarchical stages: i) generation of coarse-grained
3D structure from the molecular graph, and ii) generation of fine atomic details
from the coarse-grained approximated structure. For the challenging second stage,
we introduce a novel generative model termed Equivariant Blurring Diffusion
(EBD), which defines a forward process that moves towards the coarse-grained
structure by blurring the fine atomic details of conformers, and a reverse process
that performs the opposite operation using equivariant networks. We demonstrate
the effectiveness of EBD on a benchmark of drug-like molecules. Codes are
released at https://github.com/Shen-Lab/EBD.

1 Introduction

The advancement of generative models to understand the multiscale properties of objects facilitates
their application across a range of granularity levels. In the field of biochemistry and drug discovery,
however, denoising diffusion models for 3D conformers of stable molecular structures have not yet
taken advantage of coarse-to-fine multiscale frameworks. Current methods either disregard the scale
hierarchy [44, 55, 18, 22, 56] or consider that in very limited ways [36, 39].

The primary bottleneck in extending denoising diffusion models [46, 47, 49, 14, 25] for molecular
conformers to multiscale designs is that random noise corrupts not only fine atomic details but
also structural information of coarse-grained structures indiscriminately. To tackle this challenging
problem, we exploit fragments that are frequently occurring substructures or functional groups in 2D
molecular graphs. Introducing fragments divides the generation process into two stages: i) generating
coarse-grained structures represented by fragments, and ii) restoring fine atomic details from fragment
structures. In the first stage of generating fragment coordinates from molecular graphs, we efficiently
generate approximations of fragment structures comprising the center of mass and attributes of each
fragment from a cheminformatics tool.

For the challenging second step of coarse-to-fine generation, we propose a novel diffusion model,
Equivariant Blurring Diffusion (EBD). Motivated from the blurring corruption of the heat equation
(IHDM) [40], we design EBD to generate 3D molecular conformers from coarse-grained fragment
approximated structures, rather than from random noise. The forward process moves atom positions
of conformers towards the center of mass of their respective fragments, while the reverse process
restores full-atom details from the prior distribution of the 3D fragment structure. The designed
blurring schedule allows the diffusion model to focus on restoring fine atomic details while retaining
coarse-grained information throughout the entire generative process. We validated EBD model using
a benchmark of drug-like molecules. We obtained superior results in conformer generation compared
to the denoising diffusion model, even with 100 times fewer diffusion time steps.
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Figure 1: Our hierarchical molecular conformer generation framework. We first decompose a
molecular graph G into fragments and generate fragment coordinates x̂f . Then, conditioned on x̂f

and G, Equivariant Blurring Diffusion generates atom-level fine details using the blurring schedule.

2 Methods

Our objective is to generate an ensemble of 3D molecular conformers xa ∈ Rn×3 given a molecular
graph G of n atoms. Our hierarchical approach is in two stages. i) p(xf|G): generating a coarse-
grained 3D structure of fragment coordinates xf ∈ Rm×3 from G which was decomposed into
m fragments, and ii) p(xa|xf, G): the diffusion model generating fine atomic details xa ∈ Rn×3

conditioned on the generated fragment structure xf. We defined a mapping matrix M ∈ Rn×m with
Mik = 1 if the i-th atom belongs to the k-th fragment and 0 otherwise. (Backgrounds and related
works of the proposed methods in Appendix A and B, respectively.)

2.1 Fragmentation and 3D fragment structures

We decompose a molecule G = (V, E) into m non-overlapping fragments {Sk}mk=1, where Sk =
(Vk, Ek) and V =

⋃m
k=1 Vk, E =

⋃m
k=1 Ek using Principal Subgraph (PS) [27] as illustrated in the

step 1 of Fig. 1. Starting from all unique atoms in the fragment vocabulary S , PS iteratively merges
neighboring fragments and adds frequent merged fragments to S until the desired size of S was
reached. The smaller the size of fragment vocabulary, the finer fragments and detailed coarse-grained
structures can be obtained.

To generate the initial coordinates of fragments, we utilize RDKit distance geometry [5, 29]. After
generating atom coordinates x̂a ∼ pRDKit(x

a), we define the fragment coordinates xf as averages
of their constituent atom coordinates, M†x̂a where M† is a pseudoinverse matrix of M. Since x̂a

are approximations, the resulting fragment coordinates are also an approximation x̂f ∼ pRDKit(x
f).

For fragment features hf ∈ Rm×3, we define a 3-dimensional vector as a frequency histogram of its
constituent atom types based on their chemical properties following [36].

2.2 Equivariant blurring diffusion

In this subsection, we elaborate on the design of our diffusion model, Equivariant Blurring Diffusion
(EBD), drawing inspiration from the principles of the heat equation ∂

∂tx(i, j, t) = ∆x(i, j, t).
∆ = VΛVT is the Laplacian operator, and VT and Λ are discrete cosine transform and a diagonal
matrix whose elements are eigenvalues of ∆, respectively. EBD is designed to generate fine details
of conformers xa, starting from a coarse-grained, approximate structure x̂f and a molecular graph G.
The overall scheme of EBD is illustrated in the step 2 of Fig. 1.

2.2.1 Forward process and blurring schedule

We define the data corruption of the forward process as a blurring operation that gradually shifts
ground truth atom positions xa

0 ∼ q(xa
0) to their corresponding fragment coordinates:

q(xa
t|xa

0, x̂
f) = N (xa

t|fB(xa
0, x̂

f, t), σ2I), (1)
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where fB is a deterministic blurring operator. Consequently, every atom will be positioned according
to its fragment coordinates Mx̂f in the prior fragment structure distribution.

When defining fB for the forward process, we cannot directly adopt the spectral blurring operator
V exp(−Λt)VT of IHDM [40] for the two reasons: i) For a single molecule, we need to calculate
and decompose the fragment graph Laplacian {VkΛkV

T
k }mk=1 for each fragment Sk = (Vk, Ek),

unlike a single Laplacian operator per image in IHDM. Given the varying sizes and structures across
fragments, it becomes challenging to uniformly adjust the movement of atoms across all fragments
using a function of {Λk}mk=1 in spectral space. ii) As t → T , the ground truth atom coordinates
xa
0 will converge to the ground truth scaffold structure xf = V exp(−ΛT )VTxa

0 by spectral graph
theory [4]. However, there exists a mismatch between the ground truth coordinates xf and the
approximation coordinates x̂f from RDKit in the generative processes. This distributional shift of the
fragment structure can potentially harm the performance during the inference.

To circumvent these issues, we transition the space of the blurring operator from spectral domain
to spatial domain while retaining the essence of the blurring process. We define fB as a linear
interpolation between Mx̂f and xa

0 in Euclidean space:

fB(x
a
0, x̂

f, t) = (1− t

T
)xa

0 +
t

T
Mx̂f. (2)

As t progresses from 0 to T , the atom coordinates xa
t will gradually converge to the fragment structure

Mx̂f, allowing for uniform adjustment of atom movement. Additionally, we can mitigate the need
for excessive eigendecomposition of the fragment graph Laplacian. The example of our blurring
schedule on a single fragment is depicted in the step 2 of Fig. 1.

2.2.2 Reverse process and deblurring networks

The aim of the reverse process is to generate fine details at the atom-level from a prior distribution
of 3D fragment structure p(xa

T ) = N (xa
T |Mx̂f, δ2I) that is roto-translational invariant to the group.

Drawing upon proofs regarding the conditions for an invariant likelihood [26, 55], we develop the
deblurring process on the zero center-of-mass subspace using equivariant transition distributions:

pθ(x
a
t−1|xa

t, x̂
f, G) = N (xa

t−1|µθ(x
a
t, x̂

f, G, t), δ2I), (3)
where µθ is a parameterized mean function consisting of a deblurring network. To ensure equivariance
in the transition distribution, we devise µθ inspired by equivariant networks [43]. Our equivariant
deblurring network updates invariant features of fragments and atoms hf,ha, and the equivariant
coordinates of atoms xa by leveraging the hierarchical relationship between atoms and fragments. We
consider a complete graph for fragment-level interactions and expand the edge set by incorporating
multi-hop and radius neighbors for atom-level interactions. (Details in the Appendix C.)

2.2.3 Training

Following IHDM [40], our loss of previous deblurred state estimation can be defined as:
Lt−1 = Et,xa

0,x
a
t,x̂

f [∥fB(xa
0, x̂

f, t− 1)− ρ
(
µθ(x

a
t, x̂

f, G, t)
)
∥2], (4)

where ρ is the Kabsch algorithm [23] to obtain the optimal rotation matrix for alignment. Through
alignment ρ between the prediction from µθ and less blurred state fB(x

a
0, x̂

f, t− 1) after translating
both terms to the zero center-of-mass subspace, the loss function becomes invariant to the SE(3)-
transformation of the prediction.

However, we empirically observed that this previous state estimator generates unsatisfactory
conformers, similar to the unsatisfactory FID scores observed in image generation of IHDM
[40]. We conjectured the reason as the model limited to learn the locally small steps towards
the ground truth distribution at each time step [7]. Thus, we reparameterize µθ(x

a
t, x̂

f, G, t) as
(1− t−1

T )fθ(x
a
t, G, t) + t−1

T Mx̂f to make the deblurring network estimates the ground truth state xa
0

instead of the previous less blurred state via neural networks fθ (Derivation in Appendix D.):

Lt−1 = Et,xa
0,x

a
t,x̂

f [∥fB(xa
0, x̂

f, t− 1)− ρ
(
(1− t− 1

T
)fθ(x

a
t, G, t) +

t− 1

T
Mx̂f)∥2] (5)

≈ Et,xa
0,x

a
t,x̂

f [∥xa
0 − ρ

(
fθ(x

a
t, G, t)

)
∥2]. (6)

By loss reparameterization, ρ aligns the prediction to the ground truth state. At time step t of the
sampling process, after estimating ground truth x̃a

0 from xa
t, the next state xa

t−1 is computed from a
deterministic blurring function fB using x̃a

0.
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Figure 2: Ablation studies on the motivation and design choice of EBD. (a) Fragment vocabulary
granularity; (b) Target of state estimator; (c) Choice of data corruption processes.

3 Experiments

We use GEOM-Drugs (Drugs) [1] which is drug-like molecules. Drugs comprises 40,000 molecules
for the training set and 5,000 molecules for the validation set, with each molecule containing 5
conformers following data split of [44]. For the test set, we selected 200 molecules resulting in
14,324 conformers. To measure the accuracy and diversity of the generated conformer set C, we
adopted metrics which measure coverage (COV) and matching (MAT) scores, COV-R, MAT-R,
COV-P and MAT-P, proposed by [10]. The metrics are based on root-mean-square deviation, which
is a normalized Frobenius norm between two atomic coordinate matrices aligned using the Kabsch
algorithm [23]. For each molecule, we generated conformers C that are twice the size of the ground
truth conformers C∗. For EBD, we use the T = 50, a noise scale of 0.01 for the forward process (σ
in Eq. 1) and 0.0125 for the reverse process (δ in Eq. 3) for every experiments.

We compare EBD to existing deep generative models for molecular conformer. The performance of
RDKit [29] that was used to generate the fragment structure of our model was measured as a baseline.
Besides of RDKit, machine learning models including CVGAE [32], GraphDG [45], CGCF [53],
ConfVAE [54], GeoMol [10], ConfGF [44], and GeoDiff [55] were compared to our model. In a
case of GeoDiff, we adhered to their settings by configuring the maximum time step T to 5,000.
(Implementation details in Appendix E.)

3.1 Ablation studies

We conducted ablation studies to validate our model design, encompassing the size of the fragment
vocabulary, the reparameterization of loss, and the blurring data corruption. For each ablation study,
we calculated the mean and median of matching scores MAT-R and MAT-P. Note that lower values of
MAT-R and MAT-P indicate better results.

Table 1: Statistics of fragment vo-
cabulary S in Drugs.
|S| #frags/G #atoms/frag

50 11.77 4.02
200 7.60 6.34
1000 5.26 9.25

Effects of fragment granularity. We assessed the performance
variation as fragment structure became more detailed and infor-
mative by measuring the generation performances across different
fragment vocabulary sizes |S| ∈ {50, 200, 1000}. Since PS [27],
the fragmentation method we used, initializes the vocabulary
from unique single atoms, reducing the size |S| results in obtain-
ing finer fragments x̂f . We reported the statistics of the average
number of fragments per graph (#frags/G) and atoms per fragment (#atoms/frag) in Table 1 and
the generation results in Fig. 2 (a). Thanks to the increased level of detail in fragments, |S| = 50
can obtain better performance compared to other vocabulary sizes. This is because more specific
fragment structures decrease the amount of atomic-level detail that needs to be generated. From this
observation, we use |S| = 50 in all subsequent experiments.

Effects of loss reparameterization. We presented the performance comparison between the less
blurred previous state estimator in Eq. (4) and ground truth estimator in Eq. (6) after loss reprarame-
terization in Fig. 2 (b). From the previous state estimator, we acquired degenerated conformers with
relatively high matching scores, which align with low FID score of IHDM [40] in image generation.
On the other hand, we observed distinct advantages in introducing the ground truth estimator across
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Table 2: Geometric evaluation on Drugs (δ = 1.25Å).
COV-R (%) ↑ MAT-R(Å) ↓ COV-P (%) ↑ MAT-P (Å) ↓

Models Mean Med Mean Med Mean Med Mean Med

RDKit 45.74 31.75 1.5376 1.4004 54.78 59.48 1.3341 1.1996
CVGAE 0.00 0.00 3.0702 2.9937 - - - -
GraphDG 8.27 0.00 1.9722 1.9845 2.08 0.00 2.4340 2.4100
CGCF 53.96 57.06 1.2487 1.2247 21.68 13.72 1.8571 1.8066
ConfVAE 55.20 59.43 1.2380 1.1417 22.96 14.05 1.8287 1.8159
GeoMol 67.16 71.71 1.0875 1.0586 - - - -
ConfGF 62.15 70.93 1.1629 1.1596 23.42 15.52 1.7219 1.6863
GeoDiff 89.40 96.86 0.8571 0.8495 61.28 65.00 1.1642 1.1272

EBD 92.60 98.73 0.8216 0.8279 66.24 68.39 1.1237 1.0916

all metrics. We speculate that the ground truth estimator facilitates the diffusion model in learning
beyond locally blurring distributions towards the target distribution.

Figure 3: Sampling processes of two conformers
depending on data corruptions.

Effects of data corruptions. We provide the same
initial fragment structures x̂f to both EBD and De-
compDiff [12] so that the data corruption method
becomes the primary distinction to examine. De-
compDiff denoises multiple prior distributions,
where each mean corresponds to the coordinates of
each fragment x̂f . The generation results and sam-
pling trajectories are compared between the two
models (T = 50 for both) in Fig. 2 (c). At first, we
observed that the conformers generated from De-
compDiff exhibit lower diversity scores compared
to EBD. This is because the results of DecompDiff
tend to adhere closely to the approximate fragment
structure x̂f , whereas EBD attempts to transition
towards the ground truth fragment structure xf .
We speculate that our blurring schedule, which
entails a linear interpolation between Mx̂f and
xa
0 , facilitates the learning process for the diffu-

sion model compared to a stochastic trajectory between prior and target distributions. As empirical
evidence, we observed that DecompDiff primarily focuses on denoising the fragment structure
throughout most of the sampling process in Fig. 3. On the other hand, EBD focuses on the entirety of
the sampling process to generate fine details, resulting in better quality.

3.2 Geometric evaluation

We compared our hierarchical framework to the baseline RDKit and machine learning models for
molecular conformer generation on Drugs, and the results are reported in Table 2. EBD achieves
superior performance across all metrics by generating diverse and accurate molecular conformers. In
comparison to RDKit, which was used to generate fragment structures x̂f , EBD achieved a significant
improvement in the generation of diverse fine atomic details, as evidenced by higher COV-R and
MAT-R scores. We also observed that, due to the informative fragment structure prior distribution
and the proposed blurring schedule, EBD produces more diverse and higher-quality conformers even
with 100 times fewer T compared to GeoDiff. (Further experiment results in Appendix F and G.)

4 Conclusion

We introduced a novel hierarchical generative model for molecular conformers via Equivariant
Blurring Diffusion (EBD), a diffusion model designed for coarse-to-fine generative scheme. After
generating the initial distribution of fragment coordinates from a cheminformatics tool, EBD gen-
erated fine atomic details from coarse-grained structures through equivariant networks. We also
proposed a simple and effective linear blurring scheduler and ground truth state estimator to enhance
the model’s ability to produce diverse and accurate conformers. Through extensive analysis of the
proposed model and comparison between denoising diffusion models, we substantiated the validity
of the model design.
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A Backgrounds

A.1 Blurring diffusion

The denoising diffusion models [46, 47, 49, 14, 25], which corrupt data by adding random noise and
generate data through denoising, have significantly advanced across diverse domains [51, 50, 42].
Recently, a few works [2, 40, 7, 17] have introduced data corruption into the design space of diffusion
models [24], going beyond random noise corruption in the vision domain.

Inverse Heat Dissipation Model (IHDM) [40] proposed a coarse-to-fine generation in the pixel space.
Their forward process follows a partial differential equation of heat dissipation on grids:

∂

∂t
x(i, j, t) = ∆x(i, j, t), (A.1)

where x represents the data on the grid and ∆ is the Laplacian operator. IHDM derived the solution
of this equation at time step t, xt, using eigendecomposition of ∆ as:

xt = Btx0 = V exp(−Λt)VTx0, (A.2)
where VT and Λ are discrete cosine transform and a diagonal matrix whose elements are eigenvalues
of ∆, respectively. As t → T , the eigenbasis of eigenvalue 0 only remains and this leads to the
convergence of pixel intensities to their average value. Based upon this blurring process, IHDM
defined a forward process as:

q(xt|x0) = N (xt|Btx0, σ
2I), (A.3)

which means that the state at t is equal to the data blurred until t with small amount of noise. Note
that the function of data corruption Bt was defined at a spectral space of eigenvalues Λ. Then, the
reverse generative process was defined to deblur each state:

pθ(xt−1|xt) = N (xt−1|µθ(xt, t), δ
2I), (A.4)

where the mean at t − 1 is the result of a deblurring network µθ and δ is the small amount of
standard deviation for noise. As t approaches 0, µθ gradually restores fine details from coarse-grained
information about pixel intensities by effectively deblurring state values. The loss was defined to
minimize the distance between the result of deblurring network and less blurred state at randomly
sampled t as:

Lt−1 = Et,x0,xt
[∥Bt−1x0 − µθ(xt, t)∥2]. (A.5)

IHDM was evaluated on image generation task using FID score [13], but its performance lagged
behind that of denoising diffusion models. For instance, IHDM achieves an FID score of 18.96 while
DDPM [14] have 3.17 on CIFAR-10 [28].

A.2 Equivariance

In this work, we consider the SE(3) group to address the roto-translational equivariance of molecular
conformers [26, 18, 55]. A function f is equivariant to a group G if Tg(f(x)) = f(Sg(x)) holds for
all g ∈ G, where Tg, Sg are transformations of the group element g. In our coarse-to-fine generative
framework, the invariant prior distribution of coarse-grained structure represents the coordinates of
fragments. Therefore, the design of the transition distribution and the loss function in our diffusion
model need to ensure that the generated likelihood is invariant, so that the generated conformers are
not affected by rotation or translation.

B Related work

B.1 Multiscale generation

A multiscale design of generative models is evident across multiple domains, including image
generation [33, 38, 15, 40] and speech synthesis [19, 16], aimed at enhancing the interpretability and
quality of samples derived from coarse-grained information. In the field of computational biology,
recent studies on molecular graph generation [20, 21, 11], backmapping of protein structure [57] and
conformer generation [52] conditioned on the given ground truth coarse-grained information have
reported the effectiveness of the multiscale design. In recent unconditional conformer generation
[36], a denoising diffusion model [18] was exclusively used in the fragment structure generation step
and not designed for coarse-to-fine generation.
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B.2 Data corruption in diffusion models

The choice of data corruption can be considered a crucial aspect of the design space of diffusion
models [24], depending on the characteristics of the data domain and the specific problem definition.
Recently, several studies on diffusion models have revealed that the choice of data corruption can be
extended beyond random noise [46, 14, 47, 34, 41] to methods such as masking [2, 7, 8], blurring
[40, 2, 7, 17], and varying data dimension [3]. We designed the data corruption process as a blurring
operation in Euclidean space, transitioning from atom-level fine details to fragment-level coarse
structures. This approach is more effective for multiscale frameworks compared to random noise,
which corrupts both fragment and atom geometries.

C Deblurring network architectures

In SE(3)-equivariant deblurring networks, there are update functions of SE(3)-invariant fragment
and atom features hf, ha, as well as an update function of SE(3)-equivariant atom coordinates xa

motivated from equivariant graph neural networks [43]. For the fragments, we constructed a complete
graph to account for dense interactions among them. In the case of atoms, we expanded the neighbor
set of each atom by including multi-hop neighbors derived from the powers of the adjacency matrix
and a radius graph, which includes atoms within a specified cutoff distance. The benefits of dense
interactions for accurate conformers estimation have been confirmed in several studies [45, 55, 18].

The architecture of the SE(3)-invariant message passing and feature update functions at the fragment-
and atom-level is as follows:

mf
ij = ϕf

m(hf,l
i ,hf,l

j , ∥xf
i − xf

j∥), hf,l+1
i = ϕf

h(h
f,l
i ,

∑
j∈N(xf

i)
mf

ij,h
a,l), (A.6)

ma
ij = ϕa

m(ha,l
i ,ha,l

j , ∥xa,l
i − xa,l

j ∥, ea
ij), ha,l+1

i = ϕa
h(h

a,l
i ,

∑
j∈N(xa

i)
ma

ij,h
f,l+1), (A.7)

where mij ∈ Rd is the message for each interactions, and h ∈ Rd is the feature vector from the
aggregated messages and features from different hierarchy level. For every invariant update functions
ϕf
m, ϕf

h, ϕ
a
m, ϕa

h, we used multilayer perceptrons. For initial features hf,0
i of fragments, we defined a

3-dimensional vector as a frequency histogram of its constituent atom types based on their chemical
properties, including hydrophobicity, hydrogen bond center, and negative charge center following
[36]. The detailed definition of the initial fragment features is in Table 3. For initial atom features
ha,0
i ∈ Rd and bond features ea

ij ∈ Rd, we used embeddings from atom types and bond types,
respectively.

Table 3: Initial fragment feature based on chemical properties.
Properties Details Types

Hydrophobicity Frequency of C element Integer
Hydrogen bond center Frequency of O, N, S, P elements Integer
Negative charge center Frequency of F, Cl, Br, I elements Integer

For the i-th atom xa
i belongs to the k-th fragment xf

k, the architecture of the equivariant atom
coordinate update function is as follows:

xa,l+1
i = xa,l

i +
∑

j∈N(xa
i)

xa,l
i − xa,l

j

da,l
ij + 1

ϕa
x(h

a,l+1
i ,ha,l+1

j ,ma
ij, e

a
ij)

+
xa,l
i − xf

k

∥xa,l
i − xf

k∥+ 1
ϕf
x(h

a,l+1
i ,hf,l+1

k , ∥xa,l
i − xf

k∥),

(A.8)

where xf
k is the k-th row of M†xa

t, and da,l
ij = ∥xa,l

i − xa,l
j ∥ are inter-atomic distances. For every

equivariant update functions ϕa
x, ϕ

f
x, we used multilayer perceptrons. For three terms in right-

hand side of Eq. A.8, the first term is the coordinate from the previous layer, the second term is
an equivariant update function that accounts for atom-level interactions, and the third term is an
equivariant update function that considers the deviation of the current atom coordinate from its
respective fragment’s coordinate.
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D Derivation of loss function

In this section, we explain the derivation of the loss function for the ground truth state estimator from
the previous state estimator. The loss function of previous state estimation is defined as:

Lt−1 = Et,xa
0,x

a
t,x̂

f [∥fB(xa
0, x̂

f, t− 1)− ρ
(
µθ(x

a
t, x̂

f, G, t)
)
∥2], (A.9)

where ρ is the Kabsch algorithm [23] to obtain the optimal rotation matrix for alignment. Through
alignment ρ of the prediction from µθ to the less blurred state fB(xa

0, x̂
f, t− 1) after translating both

terms to the zero center-of-mass subspace, the loss function becomes invariant to the translation and
rotation of the prediction.

However, this previous state estimator generates unsatisfactory conformers as empirically observed
in Sec. 3.1. We conjectured the reason as the model limited to learn the locally small steps towards
the ground truth distribution at each time step [7]. Thus, we reparameterize µθ(x

a
t, x̂

f, G, t) as
(1− t−1

T )fθ(x
a
t, G, t) + t−1

T Mx̂f to make the deblurring network estimates the ground truth state xa
0

instead of the previous less blurred state via neural networks fθ. We first start with the non-invariant
previous state estimation, which is without the alignment ρ:

Lt−1 = Et,xa
0,x

a
t,x̂

f [∥fB(xa
0, x̂

f, t− 1)− µθ(x
a
t, x̂

f, G, t)∥2], (A.10)

= Et,xa
0,x

a
t,x̂

f [∥fB(xa
0, x̂

f, t− 1)− (1− t−1
T )fθ(x

a
t, G, t)− t−1

T Mx̂f∥2] (A.11)

= Et,xa
0,x

a
t,x̂

f [∥(1− t−1
T )xa

0 +
t−1
T Mx̂f − (1− t−1

T )fθ(x
a
t, G, t)− t−1

T Mx̂f∥2] (A.12)

= Et,xa
0,x

a
t,x̂

f [∥(1− t−1
T )(xa

0 − fθ(x
a
t, G, t)) + t−1

T (Mx̂f −Mx̂f)∥2] (A.13)

= Et,xa
0,x

a
t,x̂

f(1− t−1
T )2[∥xa

0 − fθ(x
a
t, G, t)∥2] (A.14)

≈ Et,xa
0,x

a
t,x̂

f [∥xa
0 − ρ

(
fθ(x

a
t, G, t)

)
∥2]. (A.15)

In the last stage from Eq. A.14 to Eq. A.15, we simplified the loss function by discarding the time-
dependent weight as [14]. Finally, we make the loss function for ground truth estimation invariant by
aligning the prediction from fθ to the ground truth state using Kabsch alignment ρ [23].

E Implementation details

E.1 Datasets

We used GEOM-QM9 (QM9) [37] and GEOM-Drugs (Drugs) [1] for analysis and comparison
between molecular conformer generation models. Each dataset comprises 40,000 molecules for the
training set and 5,000 molecules for the validation set, with each molecule containing 5 conformers
following data split of [44]. We obtained the raw data, the pre-processed data and the data split at
https://github.com/DeepGraphLearning/ConfGF. For the test set, we selected 200 molecules
for each dataset, resulting in 22,408 and 14,324 conformers existing in QM9 and Drugs, respectively.

For fragmentation of the molecular graphs G = (V, E) in Drugs and QM9, we used Principal
Subgraph (PS) [27] (https://github.com/THUNLP-MT/PS-VAE) which can construct a fragment
vocabulary S whose elements are the largest and frequent repetitive subgraphs of molecules. Starting
from all unique atoms in S at initial stage, PS iteratively merges neighboring fragments. The most
frequent fragment among the newly merged fragments was added to the vocabulary at each iteration,
and this operation was repeated until the desired size of the vocabulary was reached. Thus, the smaller
the fragment vocabulary, the finer fragments can be obtained. One of the advantages of PS compared
to existing fragmentation methods such as RECAP [30], BRICS [9], junction tree decomposition
[20] is the ability to control the vocabulary size, allowing us to observe how performance varies
with fragment granularity. We constructed S for each dataset with three fragment vocabulary sizes
|S| ∈ {50, 200, 1000}. The average numbers of fragments per graph (#frags/G) and atoms per
fragment (#atoms/frag) of Drugs and QM9 were reported in Table 4.

Additionally, the frequency depends on the size of fragments (number of constituent atoms) in Drugs
and QM9 was reported in Fig. 4. For each |S|, the frequency distribution across fragment sizes is
smooth and not biased toward certain sizes.

In the training and validation sets of the Drugs and QM9 datasets, there are 5 different ground truth
conformers for each molecule. Thus, we generated 5 different conformers from RDKit to compute the
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Table 4: Statistics of fragment vocabulary S.
Drugs QM9

|S| #frags/G #atoms/frag #frags/G #atoms/frag

50 11.77 4.02 5.17 3.91
200 7.60 6.34 3.70 5.45
1000 5.26 9.25 2.91 6.98

Figure 4: Frequency depends on the size of fragments in the fragment vocabulary of Drugs and QM9.

fragment coordinates x̂f for each molecule in train and validation sets. Following [22], we computed
the optimal matching between 5 RDKit generated conformers and 5 different ground truth conformers
for a single molecule. After computing the cost matrix whose the (i, j)-th element means RMSD
between the i-th RDKit generated conformers and the j-th ground truth conformer, we assigned
optimal RDKit conformer to each ground truth conformer using linear sum assignment problem [6].
After finding the optimal matching, we aligned each ground truth conformer to its assigned RDKit
conformer using the Kabsch algorithm [23]. The aligned ground truth conformers were then used in
the blurring schedule (Eq. 2) and loss function (Eq. 6) of the training process.

E.2 Evalutaion metrics

To measure the accuracy and diversity of the generated conformer set C, we adopted metrics which
measure coverage (COV) and matching (MAT) scores, COV-R, MAT-R, COV-P and MAT-P, proposed
by [10]. The metrics are based on root-mean-square deviation, which is a normalized Frobenius norm
between two atomic coordinate matrices aligned using the Kabsch algorithm [23]. Given the ground
truth conformer set C∗ and the generated sample set C, four metrics that follow precision and recall
are defined as:

COV-R (Recall) =
1

|C∗|
|{C∗ ∈ C∗|RMSD(C∗, C) ≤ δ, C ∈ C}|, (A.16)

MAT-R (Recall) =
1

|C∗|
∑

C∗∈C∗

min
C∈C

RMSD(C∗, C), (A.17)

where COV and MAT are coverage metric and matching metric [53], respectively. COV quantifies
the proportion of one set covered by another, with “covered” indicating RMSD values are within
a threshold δ. MAT measures the average of RMSD values of one conformer set with its closest
conformer in another set. If C and C∗ are exchanged in Eqs. (A.16, A.17), then metrics become
COV-P (Precision) and MAT-P (Precision). The recall metric is focused on the diversity, while the
precision metric measures the quality. The threshold δ is set to 0.5Å for QM9 and 1.25Å for Drugs.

E.3 Training and time

The processes for fragmentation of molecular graphs and obtaining fragment coordinates from RDKit
do not harm the efficiency of our framework, as they can be completed before training our diffusion
model. To generate 5 distinct fragment coordinates x̂f for each of the 45, 000 molecules in the training
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and validation set of the GEOM-Drug benchmark [1], it took 38 hours, averaging 3.04 seconds per
molecule.

We used a single NVIDIA A100 GPU for every training and generation tasks. For training, we used
a learning rate 10−4 with the AdamW optimizer [31]. The training time for both Drugs and QM9
was required around 3.8 days. For sampling, Drugs required 145 minutes for 14,324 conformers in
200 molecules, and QM9 required 71 minutes for 22,408 conformers in 200 molecules. We reported
hyperparameters of EBD training including the maximum time step T , number of layers (# l) and
number of features (# d) in the deblurring networks, number of multi-hops (# of hops) and cutoff
value for the expansion of atom interactions, batch size, and number of iteration in Table 5.

Table 5: Hyperparameters of EBD.
Dataset T # l # d # of hops cutoff batch size training iter.

Drugs 50 6 128 3 10 Å 32 650k
QM9 50 6 128 3 10 Å 64 650k

E.4 Performance of compared methods

For the results of compared methods in geometric evaluation of Drugs (Table 2) and QM9 (Table
6), COV-R and MAT-R scores of CVGAE [32], GraphDG [45], CGCF [53], and ConfGF [44]
were borrowed from [44]. The performance of GeoMol and ConfVAE were borrowed from [58]
and [55], respectively. In a case of RDKit [29], we reported the performance from the generated
conformers from RDKit that we utilized to compute the approximate fragment coordinates x̂f ∼
pRDKit(x

f). For GeoDiff [55], we downloaded their implementation code from https://github.
com/MinkaiXu/GeoDiff/tree/main and trained GeoDiff model for our experiments. We reported
the performance of GeoDiff after sampling conformers using Langevin dynamics [48], as they did in
their implementation.

E.5 Pseudo-code

In this subsection, we provide the Pytorch-style [35] pseudo-codes. The RDKit conformer generator
to obtain the approximate fragment structure, linear interpolation blurring schedule, training process,
and sampling process were given in Pseudo-codes 1, 2, 3, and 4, respectively.

1 import torch
2 import copy
3 from rdkit.Chem import AllChem
4

5 def get_multiple_rdkit_coords(molecule , num_conf):
6 mol = copy.deepcopy(molecule)
7 mol.RemoveAllConformers ()
8 ps = AllChem.ETDG()
9 ps.maxIterations = 5000

10 ps.randomSeed = 2023
11 ps.useBasicKnowledge = False
12 ps.useExpTorsionAnglePrefs = False
13 ps.useRandomCoords = False
14 ids = AllChem.EmbedMultipleConfs(mol , num_conf , ps)
15 if -1 in ids or mol.GetNumConformers () != num_conf:
16 print("Use DG random coords.")
17 ps.useRandomCoords = True
18 ids = AllChem.EmbedMultipleConfs(mol , num_conf , ps)
19 confs = []
20 for cid in range(num_conf):
21 confs.append(torch.tensor(mol.GetConformer(cid).GetPositions ()

)
22

23 return confs

Pseudo-code 1: Initial atom coordinate generation from RDKit.
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1 import torch
2

3 def blurring(t, x_a_gt , x_f_rdkit , mapping_matrix):
4 # prior distribution
5 x_f_rdkit_extend = mapping_matrix @ x_f_rdkit
6

7 # move positions to zero center -of -mass subspace
8 x_a_gt = remove_mean(x_a_gt)
9 x_f_rdkit_extend = remove_mean(x_f_rdkit_extend)

10

11 # linear interpolation
12 blurred_pos = torch.lerp(x_a_gt , x_f_ref_ext_split , t)
13

14 return blurred_pos

Pseudo-code 2: Blurring schedule in Eq. 2.

1 import torch
2

3 def loss(x_a_gt , x_f_rdkit , mapping_matrix , sigma , T):
4 # sample time
5 t = torch.randint(1, T, (1,)) / T
6

7 # blurred atom position from blurring schedule
8 blurred_pos = blurring(t, x_a_gt , x_f_rdkit , mapping_matrix)
9

10 # add noise
11 noise = torch.randn_like(blurred_pos)
12 noise = remove_mean(noise)
13 blurred_pos = blurred_pos + noise * sigma
14

15 # estimate ground truth state from blurred atom position
16 x_a_gt_estimated = deblur_network(blurred_pos , mapping_matrix , t)
17

18 # translate to the zero center -of -mass subspace
19 x_a_gt = remove_mean(x_a_gt)
20 x_a_gt_est = remove_mean(x_a_gt_estimated)
21

22 # optimal rotation matrix from Kabsch algorithm
23 rot_matrix = Kabsch_alignment(x_a_gt_est , x_a_gt)
24

25 # mean squared error
26 loss = mean(( x_a_gt - rot_matrix @ x_a_gt_est) ** 2)
27

28 return loss

Pseudo-code 3: Training process.

1 import torch
2 import copy
3

4 def sample(x_f_rdkit , mapping_matrix , delta , T):
5 # initial atom position located at fragment position
6 x_a_init = mapping_matrix @ x_f_rdkit
7 x_a_init = remove_mean(x_a_init)
8 x_a = copy.deepcopy(x_a_init)
9

10 for i in range(T-1, 0, -1):
11 t = i/T
12

13 # add noise
14 noise = torch.randn_like(x_a)
15 noise = remove_mean(noise)
16 x_a = x_a + noise * delta
17
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18 # estimate ground truth state from blurred atom position
19 x_a_gt_est = deblur_network(x_a , mapping_matrix , t)
20

21 # translate to the zero center -of -mass subspace
22 x_a_gt_est = remove_mean(x_a_gt_est)
23

24 # optimal rotation matrix from Kabsch algorithm
25 rot_matrix = Kabsch_alignment(x_a_gt_est , x_a_init)
26

27 # next step from estimated ground truth and initial positions
28 x_a_gt_est = rot_matrix @ x_a_gt_est
29 x_a = blurring ((i-1)/T, x_a_gt_est , x_a_init , mapping_matrx)
30

31 return x_a

Pseudo-code 4: Sampling process.

F Further results on geometric evaluation

GEOM-QM9. We compared our EBD to the baseline RDKit and machine learning models on small
molecules GEOM-QM9, and the results are reported in Table 6. Compared to the most of machine
learning models, EBD achieved superior performances especially on the precision score. We observed
that RDKit, the distance geometry-based conformer generator, outperformed in coverage metrics for
small molecules. However, as the size of molecules increases and the tasks become more challenging,
RDKit suffers a significant performance drop, as shown in Table 2.

Table 6: Geometric evaluation on GEOM-QM9 benchmark (δ = 0.5Å).
COV-R (%) ↑ MAT-R(Å) ↓ COV-P (%) ↑ MAT-P (Å) ↓

Models Mean Med Mean Med Mean Med Mean Med

RDKit 88.34 95.08 0.3544 0.2974 83.42 88.17 0.3747 0.3692
CVGAE 0.09 0.00 1.6713 1.6088 - - - -
GraphDG 73.33 84.21 0.4245 0.3973 43.90 35.33 0.5809 0.5823
CGCF 78.05 82.48 0.4219 0.3900 36.49 33.57 0.6615 0.6427
ConfVAE 77.84 88.20 0.4154 0.3739 38.02 34.67 0.6215 0.6091
GeoMol 71.26 72.00 0.3731 0.3731 - - - -
ConfGF 88.49 94.31 0.2673 0.2685 46.43 43.41 0.5224 0.5124
GeoDiff (T = 5000) 88.02 92.33 0.2199 0.2116 53.72 52.36 0.4362 0.4259

EBD (T = 50) 89.37 93.21 0.2374 0.1903 61.31 60.46 0.3622 0.3517

Statistical significance. We report the statistical significance of our model’s improvements in
geometric evaluation (COV-P, COV-R, MAT-P, and MAT-R scores). We measured p-value from
one-sided Wilcoxon signed-rank test (a non-parametric version of paired t-test) over those scores
of EBD and GeoDiff [55] on Drugs and QM9, and the results are reported in Fig. 5. Except for the
COV-R score on QM9, our EBD achieved statistically significant improvement in generating more
diverse and more accurate conformers for every score on either dataset, as evidenced by the p-value.

Figure 5: p-value of COV-P, COV-R, MAT-P, and MAT-R on Drugs and QM9.
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G Visualizations

We provide additional samples and sampling processes of EBD for the test set of Drugs in Figs. 6, 8
and the test set of QM9 in Figs. 7, 9.

Figure 6: Sampling processes of EBD on Drugs.

Figure 7: Sampling processes of EBD on QM9.

17



Figure 8: Visualization of molecular graphs, ground truth conformers, and samples of EBD on Drugs.
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Figure 9: Visualization of molecular graphs, ground truth conformers, and samples of EBD on QM9.

19


	Introduction
	Methods
	Fragmentation and 3D fragment structures
	Equivariant blurring diffusion
	Forward process and blurring schedule
	Reverse process and deblurring networks
	Training


	Experiments
	Ablation studies
	Geometric evaluation

	Conclusion
	Backgrounds
	Blurring diffusion
	Equivariance

	Related work
	Multiscale generation
	Data corruption in diffusion models

	Deblurring network architectures
	Derivation of loss function
	Implementation details
	Datasets
	Evalutaion metrics
	Training and time
	Performance of compared methods
	Pseudo-code

	Further results on geometric evaluation
	Visualizations

