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Abstract

De novo protein design has been greatly accelerated by the advent of generative
models of protein structure. While more coarse-grain tasks such as backbone
generation are increasingly possible, existing models still struggle on problems
that require precise placements at the atomic scale, motivating the development
of all-atom generative models. However, all-atom generative modeling remains
challenging due to the complex interplay between discrete and continuous aspects
of protein structure. In this work we propose a framework to capture this interplay
by combining backbone generation methods using flow-matching on backbone
frames with flow-matching in learned latent spaces. We present a prototype of
our method ProteinZen that implements these ideas, and demonstrate promising
initial results on the all-atom generation task, with 46% of samples being sequence-
structure consistent at the atomic level while retaining competitive sample diversity
and novelty.

1 Introduction

The ability to design proteins de novo, or without relying on existing starting points in nature,
would open up possibilities to access functions unobserved in nature, as well as the ability to a
priori embed engineering qualities into designs such as tunability, controllability, and modularity
[1]. In recent years, generative modeling methods utilizing paradigms such as score-based diffusion
[2] and flow matching [3] have drastically expanded our capabilities to design proteins with new
structures de novo as well as functions such as protein-protein binders [4]. Despite these advances,
targeting functional design remains challenging. We posit this difficulty is in part due to the lack of
atomic-level reasoning in existing generative models. We know that atomic precision, both local and
extended, is necessary for many design targets such as de novo enzymes [5][6] and protein binders to
polar interfaces [7]. However, existing models such as RFDiffusion [8] and Chroma [9] only model
backbones, and extensions such as RFDiffusion-AA [10] and LigandMPNN [11] start to introduce
more atomic-awareness into models but still do not consider atomic structures in full detail. These
shortcomings motivate the transition towards all-atom generation, where all available atomic detail is
considered and refined during the generation process.

The difficulty of transitioning from backbone generation to all-atom protein structures lies in the
interdependencies between discrete and continuous aspects of protein structure: amino acid residues
take discrete identities with discrete atomic compositions, but their associated atomic placements exist
in continuous space. Hence, precise placements of atoms requires careful treatment of the interplay
between these quantities. Recent work has tackled this problem utilizing concepts of superposition,
such as Protpardelle [12] and Pallatom [13], which can be thought of as modeling the joint distribution
across all possible atomic configurations and collapsing it down to a single identity when necessary.

One downside of superposition-based methods is that they must keep track of many extra atoms per
residue as overhead. They also require defining how both sequence and possible atomic configurations
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evolve during the generation process as well as potential covariation within such a process. An
attractive alternate approach is to instead abstract fine-grain atomic details into latent representations
via autoencoders and, utilizing techniques similar to those of latent diffusion [14], generate these
latent quantities instead. This approach is appealing, in part, because it circumvents the complexities
of modeling entangled discrete and continuous quantities during the generative stages of the model,
relegating their determination to regression stages conditioned upon generated outputs. Futhermore,
because we do not explicitly define the available information in the latent representation, co-generation
of latent representations has the potential to improve generation quality by providing an avenue of
propagating higher-order information through sampling trajectories.

In this work we explore this idea via preliminary work on ProteinZen, our model for all-atom
generation utilizing a multi-modal flow-matching process over backbone frames as well as learned
per-residue latent representations. We demonstrate promising prototype performance on the all-atom
generation task and suggest future directions for this work.

2 Methods

2.1 Setup

In the following sections we largely focus on a single residue T (i) at position i, with a protein being
an ordered sequence of such residues. We consider two representations for residue T (i). The first
is a frames-based representation (F (i), s(i), {χ(i,k)}) composed of the residue backbone frame as
defined in AlphaFold2 [15], sequence identity, and associated sidechain rotamer angles, respectively.
The second is a purely atomistic representation ({a(i,j)}, {h(i,j)}) consisting of the coordinates
and associated elements, respectively, of the all-atom representation of the residue. Note that both
representations fully specify a residue in atomic detail and we can freely interconvert between the
two forms. We also define z(i) as latent features associated with T (i) and m(i) as the residue’s mask
state. See Appendix A for formal definitions. When clear we drop the superscript for simplicity, in
which case it is implied that we are looking at a single residue position i.

We treat the generation process in two stages: (1) the co-generation of protein backbone and per-
residue latent features, and (2) the decoding of the latent features into atomic structures conditioned
upon the backbones generated.

2.2 Protein generation as joint flow-matching over SE(3) and latent space

In the first stage, we seek to generate a backbone frame F = (r, x) ∈ SE(3) and associated latent
representation z ∈ Rc for each residue. For the backbone frames, we follow FrameFlow [16] and
FoldFlow [17] in flow-matching over SE(3) by training flows on SO(3) and R3. We further treat the
latent features by applying Euclidean flow-matching procedures [3]. More concretely, we construct
the following interpolants indexed by t ∈ [0, 1] from source distribution T0 = (r0, x0, z0) ∼ ρ0 (our
noise distribution) to target distribution T1 = (r1, x1, z1) ∼ ρ1 (the distribution of all-atom protein
structures):

rt = expr0(t logr0(r1)) xt = tx0 + (1− t)x1 zt = tz0 + (1− t)z1

Tt = (rt, xt, zt) rt ∈ SO(3), xt ∈ R3, zt ∈ Rc

See Appendix B for details on the noise distribution. We formulate our flow-matching losses as
denoising objectives and train a denoiser r̂1, x̂1, ẑ1 = fθ(Tt, t) to minimize the following losses:

Lrot =
1

(1− t)2
∥logrt(r̂1(Tt, t))− logrt r1∥

2 Ltrans =
1

(1− t)2
∥x̂1(Tt, t)− x1∥2

Llatent =
1

(1− t)2
∥ẑ1(Tt, t)− z1∥2

In total, the flow-matching loss becomes

Lfm = Lrot + Ltrans + Llatent + 0.25Lbb fine-grainI[t > 0.25]

where Lbb fine-grain is a loss on fine-grain backbone structure specified in FrameDiff (see Appendix C
for details) and I is the indicator function.
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2.3 Atomic structure autoencoder: a hybrid VAE/MLM

In order to train our denoiser, we need a way of learning the latent target z1. Inspired by latent diffusion
[14], we utilize an autoencoder to encode atomic-resolution residues into a latent representation z1
and decode the sequence identity and associated atomic coordinates from this latent. However, in
this context a vanilla VAE [18] is prone to sequence leakage: the atomic properties of the residue
specify its sequence identity, and because the amino acid alphabet is relatively low-dimensional in the
context of deep learning, small latents and heavy regularization are necessary to prevent autoencoder
collapse when recovering the residue identity (empirically we have observed collapse on latents as
small as hidden dimension 8). Furthermore, we find that reconstruction is poor with such latents.

We mitigate this problem borrowing concepts from masked language modeling [19]. Define the
autoencoder process with encoder Eθ and decoder Dθ as

µz, σz = Eθ({a(i,j)}, {h(i,j)},m(i)) z1 ∼ N (µz, σ
2
z) p̂(.), X̂ (.) = Dθ(F, z1, t = 1)

where p̂ describes a categorical probability distribution over the amino acid alphabet A, and X̂
describes the sidechain torsion angles for each possible sequence identity in A. We then read out the
predicted residue identity and torsion angles as ŝ = argmaxsp̂(s) and χ̂ = X̂ (ŝ), respectively.

During training, we mask some proportion of residues, which involves removing all associated
atomic information about the residue sidechain as well as specifying whether or not the residue is
masked. On masked residues, we evaluate reconstruction losses for both the sequence and the atomic
positionings, while on unmasked residues we evaluate only the atomic reconstruction loss given the
ground truth residue identity. Our final autoencoder loss is

Lae = Latomic + Ltorsion + Lsmooth lddt + Lmasked cce + 0.001LKL

Definitions for each component loss term can be found in Appendix C.

2.4 Grounding the denoiser using “passthrough losses”

We find it beneficial to ensure the model is well calibrated in both latent and physical space, so
during training we also pass the outputs of the denoiser directly into the latent decoder and minimize
the reconstruction losses of the outputted structure against the ground truth structure. We call
these “passthrough losses”, which are largely the same as the reconstruction losses applied above but
evaluated on decoder outputs when fed denoiser outputs rather than encoder outputs. More concretely,

p̂t(.), X̂t(.) = Dθ(F̂ , ẑ1, t) ŝt = argmaxsp̂t(s) χ̂t = X̂t(ŝt)

We then evaluate the autoencoder loss components on these passthrough outputs with some minor
changes as listed below (further details can be found in Appendix C).

Lpt =

(
1

(1− t)2
Lpt
atomic + Lpt

smooth lddt

)
I[t > 0.25] + Lpt

cce + Lpt
torsion

2.5 ProteinZen architecture

ProteinZen is a two-stage network which implements the above paradigm (Figure 1). We build the
encoder using Tensor-Field Networks [20], the decoder out of modified IPMP layers [21], and the
denoiser out of graph variants of IPA [15] in a method inspired by IPA Transformers [22]. Notably,
ProteinZen is SE(3) equivariant and heavily utilizes spatial locality to both sparsify computation and
impart physics-inspired implicit biases. Due to this sparsity, the memory complexity of ProteinZen is
roughly linear in the number of residues. For more architecture details, see Appendix D.

2.6 Training

The full loss we optimize for is

L = Et∼U(0,1),T0∼ρ0,T1∼ρ1

[
1

N

N∑
i=1

L(i)
fm + L(i)

ae + L(i)
pt

]
We train ProteinZen on AFDB512, a dataset we constructed from clustered PDB [23] monomers and
high-confidence AlphaFold Database (AFDB) [24] Foldseek cluster representatives [25] for single
chains of at most 512 residues. For dataset details and construction, see Appendix E.
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Figure 1: ProteinZen architecture, highlighting the joint frame/latent generation scheme and how
all-atom structure is decoded.

Method All-atom PMPNN 8
SSC (↑) DIV-str/DIV-seq (↑) NOV-str (↓) DES (↑) DIV-str (↑) NOV-str (↓)

ProteinGenerator [26] 0.11 0.39 / 0.76 0.85 0.81 0.27 0.81
Protpardelle [12] 0.17 0.27 / 0.97 0.82 0.88 0.14 0.79
Pallatom* [13] 0.68 0.61 / 0.92 0.75 0.88 0.67 0.73

ProteinZen 0.46 0.50 / 0.96 0.81 0.88 0.40 0.79

Table 1: Sample quality metrics for ProteinZen and relevant comparison models. *Pallatom was
trained on proteins of length at most 128, so the reported performance is partially out-of-distribution.

3 Results

3.1 Metrics

We evaluate generation quality on three main criteria. The first is sequence-structure consistency
(SSC), which we evaluate by predicting the structure of the generated sequence using ESMFold [27]
and computing the all-atom RMSD (aaRMSD) against the generated structure. We use a threshold of
aaRMSD < 2Å for a sample to be SSC. The second is diversity along both structure (DIV-str) and
sequence (DIV-seq) axes, measured as the number of clusters formed when clustering SSC samples
with Foldseek [28] or MMSeqs2 [29] for structure and sequence, respectively, normalized by the
total number of SSC samples. The third is structural novelty (NOV-str), where we query the PDB for
the most structurally-similar hits using Foldseek and average the TM-scores (a metric for structural
similarity, with TM > 0.5 indicative of two samples having the same fold [30]) of the maxTM hit per
structure.

We also evaluate similar metrics for the backbone structures themselves to evaluate sequence-structure
backbone consistency (see Appendix G) and designability of the backbone structures in general.
In the designability case, we swap the SSC metric for a designability metric (DES), where we
use ProteinMPNN [31] to sample 8 sequences per backbone and predict structures for each using
ESMFold. We define the minimum Cα RMSD between any of the predicted structures and the design
structure as the self-consistent RMSD (scRMSD) and use a threshold of scRMSD < 2Å for a structure
to be designable. The other two metrics DIV-str and NOV-str are evaluated on designable structures
using the lowest scRMSD ESMFold prediction.

Following MultiFlow [32], we benchmark ProteinZen and relevant comparison models on 100
samples for each length 70, 100, 200, and 300 residues (Table 1). Excluding concurrent work
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Figure 2: Various methods of evaluating ProteinZen sample characteristics. (A) Sequence-structure
consistency of all-atom structures over length. (B) Secondary structure content of sequence-structure
consistent samples. (C) maxTM scores of SSC samples against PDB. (D) Examples of sequence-
structure consistent samples. Purple is the generated structure and blue is the ESMFold prediction
colored by pLDDT.

Pallatom, ProteinZen outperforms previous models in all-atom generation, having a respectable 46%
of samples being sequence-structure consistent. We also improve upon sample diversity and novelty,
although Pallatom also has better performance on these metrics. We note that the models considered
generally have much lower SSC than DES, signalling a disconnect between generated backbones
and their associated sequence and atomic detail. Future work will investigate how to better integrate
structure and sequence generation to mitigate this problem in ProteinZen.

3.2 Sample characteristics

We evaluate other characteristics of ProteinZen samples in Figure 2. Figure 2A shows SSC as a
function of sequence length. We note that ProteinZen has much better performance on shorter length
proteins, which could potentially be due to its architecture limiting long-range modeling capacities.

Figure 2B shows the secondary structure distribution of SSC samples, depicting that overall the model
is capable of generating structures with diverse secondary structures composition. When compared to
the data distribution (Appendix E), we observe that samples are biased towards α-helices in content, a
property observed in many existing generative models [8][9]. We note that β-sheets have much higher
contact order (involve contacts which are local in space but distal in sequence) than α-helices, so
ProteinZen’s bias could also point towards investigating ProteinZen’s long-range modeling capacities.

Figure 2C depicts the maxTM distribution across SSC samples. All samples have maxTM > 0.5,
signalling that ProteinZen has learned and largely recapitulates the known fold space of the PDB.
There may be hints of generalization to novel fold space given that some samples approach the
maxTM = 0.5 threshold, and improving this generalization is an avenue of future work.

Finally, Figure 2D shows examples of sequence-structure consistent samples. We generally get
good agreement between the generated structure and the predicted model, with the core more well
constrained than the surface as expected. We note that we occasionally observe clashes, which could
potentially be mitigated with the implementation of a clash loss on decoder outputs.

4 Conclusions

We present preliminary work on our prototype of ProteinZen, a method which utilizes multi-modal
flow-matching over backbone frames and latent representations to generate all-atom protein structures.
It exhibits promising performance on the all-atom generation task, where 46% of samples are
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sequence-structure consistent with atomic accuracy. Future work will look into improving the
long-range modeling properties of ProteinZen, exploring the interplay between the autoencoder and
denoiser modules, and extending the model to conditional generation tasks.
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Appendix

A Setup

In this work we largely consider quantities in the context of a single residue T (i) at position i, with a
protein of N residues being an ordered sequence (T (1), ..., T (N)). We formally define the quantities
associated with residue T (i) as follows:

• s(i) ∈ A is the identity of the residue i within amino acid alphabet A.

• a(i,j) ∈ R3 is the coordinate of the jth atom in residue i in units of nm.

• h(i,j) is the element of the jth atom in residue i.

• F (i) = (r(i), x(i)) ∈ SO(3)×R3 is the backbone frame of residue i as define in AlphaFold2
[15]. x is in units of nm.

• {χ(i,k)|χ(i,k) ∈ [0, 2π)} is the set of sidechain torsions of the residue i.

• z(i) ∈ Rc is the latent representation associated with residue i (in this work we use c = 32).

• m(i) ∈ {0, 1} specifies whether residue i is masked (1) or not (0).

B Noise distribution

Following FrameFlow [16], during training we use data-dependent coupling to sample from our
noise distribution. For the rotation noise, we sample from the IgSO3 distribution centered around the
ground truth data and with σ = 1.5, which helps push noise samples away from areas where we get
degenerate solutions for the geodesic. For the translation noise, we sample from a standard Gaussian
with σ = 1nm and align this noise to the ground truth data using the Kabsch algorithm. For the latent
noise we sample from a standard Gaussian with no data-dependent coupling.

During sampling we sample from the uniform distribution of SO(3) for rotations with the same priors
as training for the translation and latent components.

C Loss term additional details

C.1 Flow-matching terms

Following FrameDiff [22] and FoldFlow [17], we find that a separable variant of Lrot leads to most
stable training. This separable loss evaluates an MSE loss on the angle and axis components of the
predicted rotation vector field separately, with the angle term scaled by 0.5.

We additionally include an auxiliary loss on fine-grain backbone atomic detail reported in FrameDiff
[22]:

Lbb fine-grain =
1

|B|
∑

b(i,j)∈B

∥b̂(i,j) − b(i,j)∥2

+
1

Zbb

∑
b(i1,j1),b(i2,j2)∈B

I[d(i1,j1,i2,j2) < 6]∥d̂(i1,j1,i2,j2) − d(i1,j1,i2,j2)∥2

where B is the set of all backbone atoms, N is the number of residues, and

Zbb =

 ∑
b(i1,j1),b(i2,j2)∈B

I[d(i1,j1,i2,j2) < 6]

−N

d(i1,j1,i2,j2) = 10∥a(i1,j1) − a(i2,j2)∥
d̂(i1,j1,i2,j2) = 10∥â(i1,j1) − â(i2,j2)∥
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C.2 Sidechain reconstruction terms

For sidechain recovery, we evaluate the following losses when teacher-forcing with the ground-truth
sequence (e.g. χ̂ = X̂ (s)):

Latomic = 10
∑
(i,j)

∥â(i,j) − a(i,j)∥2 Ltorsion =
∑
(i,k)

(
2− 2 cos

(
χ̂(i,k) − χ(i,k)

))

In words, this corresponds to the MSE loss on atomic coordinates (units of Å) and MSE loss on
sidechain rotamer angles when represented as unit vectors, respectively. We also utilize the smooth
LDDT loss Lsmooth lddt introduced in AlphaFold3 [33].

Lsmooth lddt = 1− 1

Zaa

∑
a(i1,j1),a(i2,j2)

1

4
I[d(i1,j1,i2,j2) < 15](σ(0.5− d(i1,j1,i2,j2)) + σ(1− d(i1,j1,i2,j2))

+ σ(2− d(i1,j1,i2,j2)) + σ(4− d(i1,j1,i2,j2)))

where σ(x) is the standard logistic function and

Zaa =
∑

a(i1,j1),a(i2,j2)

I[d(i1,j1,i2,j2) < 15]

For sequence recovery we use

Lcce = −I[m = 1]
∑
α∈A

p̂(α) ln(p̂(α))

which is the cross-entropy loss applied to masked residues only. Finally, we also apply a KL-
divergence loss term on the latent space

LKL = DKL(N (µz, σ
2
z)||N (0, I))

C.3 Passthrough reconstruction terms

We compute passthrough losses by evaluating the autoencoder loss components on passthrough
outputs with a few modifications:

• We scale Lpt
atomic by 1/(1− t)2, which upweights the atomic-scale loss at times closer to

t = 1.

• We evaluate the cross entropy loss Lpt
cce at all positions regardless of whether the ground

truth latent was derived from a masked residue or not.

• We only apply Lpt
atomic and Lpt

smooth lddt at times t > 0.25.
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D ProteinZen architecture details

D.1 Encoder architecture

Figure 3: ProteinZen encoder architecture

ProteinZen’s encoder is a two-track GNN which operates at both atomic- and residue-level resolutions
(Figure 3). Inspired by Tensor Field Networks (TFN) [20], we encode atomic and residue features in
the basis of the irreducible representations of SO(3), utilizing features of at most order l = 1 and of
both even and odd parity.

Per-atom we generate initial features from the following set of atomic properties:

• Element represented as a one-hot vector of the element’s row and column in the periodic
table.

• Chirality as defined by RDKit [34].
• Atom hybridization.
• Number of bonds to heavy-atoms.
• Number of implicit hydrogens.
• Formal charge.
• Whether the atom is in an aromatic environment.
• Whether the atom is in a ring of size [3,4,5,6,8].
• How many rings the atom is in.

Per-residue we initialize the residue features as

• The sinusoidal embedding of the residue index as used in the original Transformer [35].
• A one-hot encoding of the sequence identity.

The masking process involves replacing the masked residue with an idealized alanine. For each atom
we specify whether or not it’s parent residue is masked, and we also add a similar masking feature to
the residue itself.

At the atom level we construct two sets of graphs: a radius-based graph which connects an atom to all
other atoms within 5Å, and a bond-based graph which represents the bond connectivity of all atoms.
The radius graph edges are initialized to interatomic distances encoded using a Gaussian radial basis.
The bond graph edges are generated with the following set of additional bond properties:

• The bond order, both as a one-hot vector and as a float.
• Whether the bond is part of an aromatic environment.
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• Whether the bond is part of a conjugated system.

At the residue level we construct a k-nearest neighbors graph with k = 30, with the edge features
initialized to

• The signed sequence distance encoded via a sinusoidal embedding.

• The physical distance encoded using a Gaussian radial basis.

• The residue-level features of both participant residues.

At the atomic level and per encoder layer, TFN convolutions are done separately across the bond and
radius graphs and additively combined with the input embeddings via a residual connection. Atomic
features are then aggregated into residue-level embeddings to update the residue-level graph. Another
TFN convolution is performed at the residue level as well.

After all layers of the encoder, we have to convert the residue-level features from an SE(3)-equivariant
basis to an invariant basis, as the rest of ProteinZen uses backbone frames which hold SE(3)-invariant
features. To do this, we use a final adapter layer which facilitates the conversion. This is done
by compute the Wigner-D matrix which rotates the residue features into the frame of the residue’s
backbone frame, then feeds all the rotated features into a fully-connected network. We then use a
final linear layer to produce both µz and σz .

D.2 Decoder architecture

Figure 4: ProteinZen decoder architecture

ProteinZen’s decoder network is composed of IPMP layers [21], which uses the inputted latent
embedding and timestep t (which is set to 1 when running on encoder inputs) as residue-level features
and, when combined with input backbone frames, predicts per-residue sequence logits and sidechain
torsion angles per possible sequence identity. Initial edge features are derived from backbone atom-
backbone atom (including virtual Cβ) pairwise distances between two residues lifted to a Gaussian
radial basis using a small MLP. We largely use the IPMP algorithm as described in PIPPack [21],
but change the message-passing inputs use all-by-all pairwise invariant point distances rather than
per-channel pairwise invariant point distances.

12



D.3 Denoiser architecture

Figure 5: ProteinZen denoiser

ProteinZen’s denoiser network is largely inspired by IPA Transformers [22], but on a spatially-
sparcified dynamic graph in a method inspired by Chroma [9]. In brief, the network retains a fixed
sequence-local graph which connects each residue to each of the 5 residues upstream and downstream
of it in sequence. At each layer, we also sample a graph based on the current denoising state of
the frames, which connects the 30 k-nearest neighbors in space as well as 60 additional long-range
connections sampled without replacement with probability proportional to inverse cubic distance.
Following Chroma, we use the Gumbel-Top k trick to compute these long-range connections. On
each graph we run a graph-variant of IPA [15] to update the residue embeddings, and these updates
are then propagated to both the latent and the frame via their respective update functions. We also
utilize self-conditioning [36], which is implemented by featurizing both the sequence-local and
spatially-sampled graphs on both the current denoising state as well as the self-conditioning input.
When no self-conditioning input is provided, we zero out these inputs.

E Dataset construction

We construct AFDB512 using two different data sources: the PDB [23] and the AlphaFold predicted
structures database [24]. For PDB structures, we adapt the strategy from FrameDiff [22] and select
structures which meet the following criteria:

• X-ray structure or EM structure with resolution < 5.0 Å.
• Oligomeric state is specified as “monomer” in the mmCIF header.
• Length is between 31 and 512 residues.
• Greater than 50% of residues are in defined secondary structure elements as defined by

DSSP [37]

We cluster these structures based on the 95% sequence identity cluster assignments specified by the
PDB. This results in 23154 structures total, with 7793 structure clusters.

For AFDB structures, we adapt strategies from Protpardelle [12] and Pallatom [13] and select
structures which meet the following criteria:

• pLDDT > 80.
• Length is between 31 and 512 residues.
• Greater than 50% of residues are in defined secondary structure elements as defined by

DSSP [37].
• Longest loop < 15 residues.
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• More than 2 secondary structure elements as defined by DSSP.
• Structures are >30% core, where a core residue is defined as a residue with at least 18

neighboring Cα atoms within 10 Å.

• Radius of gyration is less than 2.24×N0.392 Å where N is the number of residues. This is
inspired by the empirical radius of gyration scaling law observed for globular proteins.

• Is an AFDB Foldseek cluster representative [25].

This results in 80064 structures total.

Figure 6: AFDB512 secondary structure composition

F Training details

During training we use the following masking scheme:

• 25% of the time, we mask all residues
• 25% of the time, we mask no residues
• 50% of the time, we sample a masking threshold from U(0, 1) and mask that proportion

of residues by sampling from U(0, 1) per-residue and masking those that fall below the
masking threshold.

Per epoch, we sample from both the PDB monomer clusters and the AFDB structures such that the
ratio of real-to-synthetic structures is 1:3. We train on 4 NVIDIA A40 GPUs for ∼8 days using a
batch size of 6000 residues. We use the Adam optimizer with β1 = 0.9, β2 = 0.999 and a learning
rate of 0.0001.

G Sequence-structure backbone consistency

In Table 2 we add results for benchmarked models on sequence-structure backbone consistency,
which is performed under the same regime as the all-atom generation task but the SSC metric
is computed using only backbone atoms (which we have renamed as SSC-bb). We also include
Multiflow [32] as a benchmark model, which generates sequence and backbone structure but no
sidechain conformations. We note that Multiflow is trained on synthetic data which consisting of
protein backbones with ProteinMPNN-redesigned sequences which are SSC-bb by ESMFold, and
hence such benchmark values may not be directly comparable to other methods. Overall, we find that
metrics under the co-design evaluation are generally more similar to metrics from all-atom evaluation
than from backbone evaluation, which suggests that existing methods’ performance bottleneck may
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Method All-atom Seq/struct Co-design PMPNN 8
SSC (↑) DIV-str/DIV-seq (↑) NOV-str (↓) SSC-bb (↑) DIV-str/DIV-seq (↑) NOV-str (↓) DES (↑) DIV-str (↑) NOV-str (↓)

Multiflow1 [32] - - - 0.87 0.43 / 0.87 0.80 0.99 0.40 0.79
ProteinGenerator [26] 0.11 0.39 / 0.76 0.85 0.20 0.32 / 0.77 0.85 0.81 0.27 0.81
Protpardelle [12] 0.17 0.27 / 0.97 0.82 0.59 0.14 / 0.70 0.80 0.88 0.14 0.79
Pallatom2 [13] 0.68 0.61 / 0.92 0.75 0.70 0.60 / 0.81 0.75 0.88 0.67 0.73

ProteinZen 0.46 0.50 / 0.96 0.81 0.54 0.47 / 1.00 0.81 0.88 0.40 0.79

Table 2: Sample quality metrics for ProteinZen and relevant comparison models. 1Multiflow co-
generates sequence and backbone structure without sidechain conformations, and is trained on
synthetic data generated using ProteinMPNN and filtered using ESMFold. 2Pallatom was trained on
proteins of length at most 128, so the reported performance is partially out-of-distribution.

lie in designing good sequences rather than precise sidechain placement. Protpardelle seems to
be an exception to this trend, as its SSC-bb is much higher than its SSC yet its diversity is much
lower, suggesting that Protpardelle’s performance may be skewed by generating low-diversity but
high-designability samples.
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